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1. Introduction

The noisy or general independent component analysis (ICA) [2] aims at blindly
separating the independent sources s from the observations x = As + v via
y=Wx, x,veR", yeR', WeR™" (1)
where A is a mixing matrix, v is a vector of uncorrelated noise terms, and W is the so-
called de-mixing matrix to be estimated. Because the estimation of a de-mixing
matrix W



D. Gao et al. | Neurocomputing 68 (2005) 267-272 269

feasible solution of the ICA problem. It was demonstrated in simulation experiments
that the natural gradient learning algorithm with this switching criterion can solve
the ICA problem successfully in the cases of both super- and sub-Gaussian sources.
In this letter, we propose an alternative switching criterion directly from the point
of view of the one-bit-matching principle, which is demonstrated for separating well
the sources of both super- and sub-Gaussians from their linearly mixed signals.

2. The alternative switching criterion

The natural gradient learning algorithm with a switching criterion can be
expressed as follows (refer to [9] for details):

AW = y[I — K tanh(»)y" — ypTW, (3)

where >0 is the learning rate, K = diag[ky,...,k,] is considered as a switching
criterion represented by an n-order diagonal matrix with k; =1 and —1 for the
super- and sub-Gaussian of model pdf p;(y;), respectively, and tanh(y)=
[tanh(y,), tanh(y,), ..., tanh(p,)]" with tanh(y;) being the hyperbolic tangent func-
tion of y;, and m = n. The model pdfs of sub- and super-Gaussians are actually
selected as

Psun(t) = %[pN(l,l)(u) + PN W] Psuper() X PN(0,1)(“)SeCh2(U), 4)

respectively, where py, ,2 (1) is the Gaussian or normal density with mean u and
variance ¢2, and sech(u) is the hyperbolic secant function. The switching criterion
proposed by Lee et al. [9] is given by

ki = sign(E{sechz(yl-)}E{yf} — E{[tanh(y)ly;}), i=1,2,...,n, (5

which is just a sufficient condition for the asymptotic stability of the solution of the
ICA problem obtained by Cardoso and Laheld [4].

We now believe that the one-bit-matching conjecture on the natural gradient
learning algorithm is true and construct a switching criterion from the point of view
of the one-bit-matching condition alternatively. When the one-bit-matching
condition is satisfied, the natural gradient learning algorithm will be finally stable
at a feasible solution. i.e., with a certain permutation, the sign of kurtosis of model
pdf p;(y;) will be equal to the sign of kurtosis of the source pdf of s; or equivalently
the p(y;, W) of the resulting output y; since y; = A;5; with 4;#0. Thus, we have a
sufficient condition on the stable and feasible solution of the ICA as follows:

sign(k(pi( ;) = sign(i(p(y;, W) = sign(E{yf} — 3E°(7)., i=1,2,....n,
(6)
where x(p;(y;)) is the kurtosis of model pdf p;(y;), while x(p(y;, W)) = E{y;‘} —
3E2{y%} is the kurtosis of p(y;, W) or the output signal y;. So, we can design the sign
of kurtosis of model pdf p(y,) as the sign of kurtosis of output y; online during the
iterations of the natural gradient learning algorithm so that the algorithm will tend
to a feasible solution. Hence, we have the following switching criterion of k; in
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Eq. (3) as follows:
ki = sign(E(y}} = 3E>(3). i=1.2....n. )

Since E(y?), E(y}) can be easily estimated from a sample data set of x via the
relation y = Wx in the noiseless case, this switching criterion or rule can be easily
implemented by the estimation of the kurtosis of y; during the iteration of the natural
gradient learning algorithm. In fact, this kind of switching criterion was
already suggested in the learning of the deflationary exploratory projection pursuit
network [7].

3. Simulation results

We conducted the experiments on the noiseless ICA problem of five independent
sources in which there are three super-Gaussian sources generated from the
exponential distribution E(0.5), the Gamma distribution y(1,4), and the Chi-square
distribution y2(6), respectively, and two sub-Gaussian sources generated from the f8
distribution f(2,2) and the Uniform distribution U([0, 1]), respectively. From each
distribution, 100000 i.i.d. samples were generated to form a source. The linearly
mixed signals were then generated from the five source signals in parallel via the
following mixing matrix:

0.3987 0.1283 0.0814 0.7530 0.1213
0.1991 0.2616 0.1248 0.5767 0.7344
A= 107607 0.4484 0.3950 0.7119 0.2145]. ®)
0.4609 0.0275 0.0745 0.5171 0.0674
0.8369 0.5794 0.7752 0.4330 0.2373
The learning rate was selected as # = 0.001 and the natural gradient learning
algorithm operated in the adaptive mode and was stopped when all the 100 000 data
points of the mixed signals had been passed only once through the updating or
learning rule Eq. (3) with the switching criterion.

The result of the natural gradient learning algorithm with the alternative switching
criterion Eq. (7) is given in Eq. (9), while the result of the natural gradient learning
algorithm with the original switching criterion Eq. (5) is given in Eq. (10). As a
feasible solution of the ICA problem, the obtained W will make WA = AP be
satisfied or approximately satisfied to a certain extent, where AP =
diag[4;, A2, . .., 4,] with each 4;#0, and P is a permutation matrix,

0.0142  0.0034 1.4198  0.0380  0.0146
0.6805  0.0313 —0.0020  0.0243 —0.0008
WA = [ 0.0079  0.7439  0.0132 —-0.0147 -0.0322 |, ©)]
0.0037 —0.0051 —0.0027 —0.0430  0.8376
0.0052  —0.0041 0.0309 1.4245  0.0040
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0.0141 0.0048 1.4198  0.0379  0.0145
0.6805  0.0312 —-0.0019  0.0243 —0.0008
WA = | 0.0080  0.7439  0.0125 —-0.0159 —0.0315 (10)
0.0037 —0.0058 —0.0027 —0.0431 0.8376
0.0053 —0.0020  0.0311 1.4244  0.0042

From Eq. (9), we can observe that the natural gradient learning algorithm with the
alternative switching criterion can really solve the noiseless ICA problem with both
super- and sub-Gaussian sources since these degenerated elements in WA are rather
small. In comparison with the results listed in Eq. (10), we can also find that the two
switching criteria lead to almost the same solution. However, comparing Eq. (5) with
Eq. (7), we can observe that sech(y;,) and tanh(y;,) lead to certain additional
computation in the original switching criterion and thus the computation cost of the
alternative switching criterion is considerably less than that of the original one,
which was indeed demonstrated by the experiments with the fact that the running
time of the natural gradient learning algorithm with the alternative switching
criterion is only about 0.5702 that of the natural gradient learning algorithm with the
original switching criterion.

Furthermore, we conducted many other experiments on the different noiseless
ICA problems with both super- and sub-Gaussian sources in which the natural
gradient learning algorithm with the alternative switching criterion always arrives at
a satisfactory result as above. Moreover, it was even found that as the number of
sources increases, the alternative switching criterion gets a better solution of the ICA
problem than the original switching criterion does.

4. Conclusions

An alternative switching criterion for the natural gradient learning algorithm to
solve the noiseless ICA problem with both super- and sub-Gaussian sources is
constructed with the help of the one-bit-matching conjecture. The experiments show
that this alternative switching criterion is as good as the original one, but the
computation cost is reduced considerably.
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