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Abstract. This paper presents two non-parametric statistical test methods, called
Kolmogorov-Smirnov (KS) and U statistic test methods, respectively, for infor-
mative gene selection of a tumor from microarray data, with help of the theory of
false discovery rate. To test the effectiveness of these non-parametric statistical
test methods, we use the support vector machine (SVM) to construct a tumor di-
agnosis system (i.e., a binary classifier) based on the identified informative genes
on the colon and leukemia data. It is shown by the experiments that the con-
structed tumor diagnosis system with both the KS and U statistic test methods
can reach a good prediction accuracy on both the colon and leukemia data sets.

1 Introduction

With the rapid development of DNA microarray technology, we can now get rapid,
large-scale screening for patterns of gene expression. These microarray data corre-
sponding to certain biological feature are generally represented by a gene expression
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effectiveness of these non-parametric statistical test methods, we use the support vector
machine (SVM) to construct a tumor diagnosis system (i.e., a binary classifier) based
on the identified informative genes on the colon and leukemia data. Our experiments
show that the constructed tumor diagnosis system with both the KS and U test methods
through SVM can reach a good prediction accuracy on both the colon and leukemia
data sets.

2 The KS and U Statistic Tests

In this section, we introduce the KS and U statistic tests as the bases for informative
gene selection. We consider a data set of two classes, i.e., S = {x11, · · · , x1n; x21, · · · ,
x2m} in which x11, · · · , x1n come from one population being subject to the probability
distribution F1(x), while x21, · · · , x2m come from another population being subject to
the probability distribution F2(x). We need to make a non-parametric statistical test
of hypothesis H0 : F1(x) = F2(x) without any information on these two probability
distributions.

2.1 The KS Test

The KS test is a typical non-parametric statistical test based on the ranks of the obser-
vations. Actually, we first rank all the observations in S in an ascending order. Then,
each observation has a ranking number, being called its rank in statistics. We now de-
fine a discrete probability distribution F = {f1, f2, · · · , fn+m} according to the ranks
{k1, k2, · · · , kn} of the observations {x11, · · · , x1n} of the first class as follows (assum-
ing that k1 ≤ k2 ≤ · · · ≤ kn).

fj =






0, if j < k1;
i
n , if j = ki, i = 1, 2, · · · , n;
i
n , if ki < j < ki+1, i = 1, 2, · · · , n − 1;
1, if j > kn,

(1)

for j = 1, 2, · · · , n + m. In the same way, we can define G = {g1, g2, · · · , gn+m}
according to the ranks of the observations {x21, · · · , x2n} of the second class. Finally,
we construct the KS statistic Dnm as follows.

Dnm = max{|fi − gi| : i = 1, 2, · · · , n + m.}. (2)

For a significance level α > 0, we can get the threshold value V (α) of Dnm from a
general KS test table. If Dnm > V (α), we reject H0; otherwise, we accept H0.

2.2 The U Statistics Test

Supposing that n ≤ m and R1 is the sum of ranks of the observations of the first class,
i.e., R1 =

∑n
i=1 ki, we have the following (Mann-Whitney) U statistic:

U = nm +
n(n + 1)

2
− R1. (3)
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On the other hand, if n > m, we let R1 be the sum of ranks of the observations of the
second class and the U statistic is defined by

U = nm +
m(m + 1)

2
− R1. (4)

When H0 holds, the U statistic tends to be subject to a normal distribution with
the mean µU = nm/2 and the standard variance σU =

√
nm(n + m + 1)/12 as the

number of observations in each class becomes large. That is,

Z =
U − µU

σU
=

U − nm/2
√

nm(n + m + 1)/12
∼ N(0, 1). (5)

Thus, we can make the statistical test on H0 from Z . For a significance level α > 0, we
can get the threshold value V (α) from the standard normal distribution function. In the
same way, if Z > V (α), we reject H0; otherwise, we accept H0.

3 Informative Gene Selection and Tumor Diagnosis System
via SVM

We now consider the informative gene selection based on these two non-parametric
statistical tests. For informative gene selection, we can make a statistical test on each
gene with its expressions on the two classes of samples(tumor and normal tissues or two
kinds of tumor tissues). Clearly, if a gene is informative to the tumor, the probability
distributions on the two classes should be quite different; otherwise they should be
the same. On the other hand, we generally know nothing about the structures of these
distributions. In these situations, it is reasonable to apply the KS or U statistic test to the
informative gene selection via a microarray data set. That is, on each gene, when H0 is
rejected by the test of hypothesis, we consider this gene is informative; otherwise, we
consider it is not informative.

Generally, there are thousands of genes in a microarray data and thus the informative
gene selection is a large multiple-hypothesis testing problem. In this case, we must
control the false discovery rate (FDR), i.e., the ratio of the number of falsely discovered
(or selected) informative genes over that of all discovered informative genes [6]-[7].
Only when the FDR is controlled in a certain degree, we are sure that the informative
gene selection is reliable. In order to do so, Storey and Tibshirani [8] proposed a q-
value method which can be used to select the informative genes with the FDR being
controlled directly. Actually, we first make the KS or U statistic test for each gene
from the microarray data independently. Then, we can calculate the p-values of these
statistical tests according to the statistics, say p1 ≤ p2 ≤ · · · ,≤ pn in an ascending
order. By the q-value estimation algorithm given in [8] (which is now available on the
web site: http://faculty.washington.edu/ jstorey/qvalue.), we can get their corresponding
q-values, say q1 ≤ q2 ≤ · · · ,≤ qn. Finally, if we want to control the FDR by α > 0,
we need only to select the informative genes by the selection criterion that qi ≤ α. We
will use this q-value method via the KS and U statistic tests to select the informative
genes from a microarray data set.
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To test the effectiveness of our non-parametric statistical test method for informative
gene selection, we build a tumor diagnosis system (i.e., a binary classifier) using the
support vector machine (SVM) [9]. Actually, SVM has been proved to be the most
effective machine learning algorithm for processing large scale gene expression profiles.
It has been derived from the optimal classification problem in the sample space with a
finite number of samples. There are many softwares of SVM available on the web and
we will use the software of SVM in Matlab. For comparison, we also try the following
3 kinds of support vector machines: (1). Radial basis function SVM (RBF kernel); (2).
3-poly SVM (cubic polynomial kernel); and (3). Linear SVM (no kernel).

4 Experiment Results

We test the effectiveness of our non-parametric statistical test methods for informative
gene selection through SVM for tumor diagnosis using two real data sets as follows.

The colon cancer data set. It contains the expression profiles of 2, 000 genes in 22 nor-
mal tissues and 40 colon tumor tissues (retrieved from http://micro-array.princeton.edu
/oncology/database.html). In our experiment, we use the train set (22 normal and 22
tumorous tissues) and test set (18 tumorous tissues) provided at the web site.

The leukemia cancer data set. It consists of 7, 129 genes in 47 acute lymphoblas-
tic leukemia (ALL) and 25 acute myeloid leukemia (AML) samples (retrieved from
http://www-genome.wi.mit.edu/cgi-bin/cancer/datasets.cgi). In our experiments, we use
the train set (27 ALL, 11 AML) and the test set (20 ALL, 14 AML) provided at the web
site.

We use MATLAB toolbox OSUSV M 3.0 (which can be obtained from the web site:
http://www.ece.osu.edu/˜maj/osu svm/.) to implement the three kinds of
SVMs. In the radial basis function and 3-poly SVMs, there are two parameters γ and
C. In our experiments, we generally select γ = 0.02 and C = 0.05 on the colon
dataset, and γ = 0.002 and C = 10 on the leukemia dataset. Sometimes, they are
slightly adjusted to get the best performance of the SVMs. For the KS and U statistic
test methods, we try three FDR α: 0.03, 0.05, and 0.07, respectively. The informative
gene selection returns different numbers of informative genes on both the colon and
leukemia data sets with slightly different prediction accuracies on the test sets. The
results of the two non-parametric statistical test methods on the colon and leukemia
data sets are given in Table 1-4, respectively.

From Tables 1& 2, we find that on the colon data set, the SVM tumor diagnosis
system can reach an optimum prediction accuracy 1 by both the KS and U statistic test

Table 1. The result of the KS test method on the colon data set. Here and in the following tables,
each number in the second to the fourth rows represents the prediction accuracy of the SVM on
the test set.

α (# informative genes) 0.03 (130) 0.05 (187) 0.07 (216)
RBF SVM 0.9444 1.0000 1.0000

3-poly SVM 0.9444 0.9444 0.9444
Linear SVM 0.9444 0.9444 0.9444
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Table 2. The result of the U test method on the colon data set.

α (# informative genes) 0.03 (130) 0.05 (187) 0.07 (216)
RBF SVM 0.9444 1.0000 1.0000

3-poly SVM 0.9444 0.9444 0.9444
Linear SVM 0.9444 0.9444 0.9444

Table 3. The result of the KS test method on the leukemia data set.

α (# informative genes) 0.03 (775) 0.05 (946) 0.07 (1108)
RBF SVM 0.9706 0.9706 0.9706

3-poly SVM 0.9706 0.9706 0.9706
Linear SVM 0.9706 0.9706 0.9706

methods. From Tables 3& 4, we further find that on the leukemia data set, the prediction
accuracy of the SVM tumor diagnosis system by using the informative genes of the
KS test method is always 0.9706, where only one prediction error happens in our test
experiments. As for the U statistic test method, the optimum prediction accuracy of the
SVM tumor diagnosis system is even 1. Therefore, the SVM tumor diagnosis system
with both the KS and U statistic test methods for informative gene selection can reach
a good prediction accuracy on both the colon and leukemia data sets.

We also make the experiments on these two microarray data sets by the rank sum
test method proposed in [5] with help of false discovery rate theory. It is found by the
experiments that the rank sum method is as good as the U statistic test method and better
than the original one to select the informative genes directly by the test of hypothesis.
It is also found by the experiments that these non-parametric statistical test methods
considerably outperforms the typical ranking methods [1]-[4] through the same SVM
software.

5 Conclusions

We have investigated the informative gene selection problem from a microarray data set
via non-parametric statistical test with help of the theory of false discovery rate theory.
We apply the Kolmogorov-Smirnov (KS) and U statistic tests and the q-value algorithm
to the informative gene selection of a tumor and use the support vector machine (SVM)
to construct a tumor diagnosis system with the identified informative genes on the colon
and leukemia data. Our experiments show that the constructed tumor diagnosis system
with both the KS and U statistic test methods can lead to a good prediction accuracy on
both the colon and leukemia data sets.

Table 4. The result of the U statistic test method on the leukemia data set.

α (# informative genes) 0.03 (1042) 0.05 (1255) 0.07 (1416)
RBF SVM 0.9706 0.9706 0.9706

3-poly SVM 0.9706 0.9706 1.0000
Linear SVM 0.9706 0.9706 0.9706
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