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Abstract. Curve detection is a basic problem in image processing and
has been extensively studied in the literature. However, it remains a
difficult problem. In this paper, we study this problem from the Bayesian
Ying-Yang (BYY) learning theory via the harmony learning principle
on a BYY system with the mixture of experts (ME). A gradient BYY
harmony learning algorithm is proposed to detect curves (straight lines
or circles) from a binary image. It is demonstrated by the simulation
and image experiments that this gradient algorithm can not only detect
curves against noise, but also automatically determine the number of
straight lines or circles during parameter learning.

1 Introduction

Detecting curves (straight line, circle, ellipse, etc.) is one of the basic problems
in image processing and computer vision. In the traditional pattern recognition
literature, there are two kinds of studies on this problem. The first kind of
studies use the generate-and-test paradigm to sequentially generate hypothetical
model positions in the data and test the positions (e.g., [1]). However, this kind
of methods are sensitive to noise in the data. The second kind of studies are
Hough Transform (HT) variations (e.g.,[2]). They are less sensitive to noise, but
their implementations for complex problems suffer from large time and space
requirements and from the detection of false positives, although the Random
Hough Transform (RHT) [3] and the constrained Hough Transform [4] were
proposed to improve these problems. In the field of neural networks, there have
also been some proposed learning algorithms that can detect curves in an image
(e.g., [5]-[6]).

Proposed in 1995 [7] and systematically developed in past years [8]-[9],
Bayesian Ying-Yang (BYY) harmony learning acts as a general statistical learn-
ing framework not only for understanding several existing major learning ap-
proaches but also for tackling the learning problem with a new learning mecha-
nism that makes model selection automatically during parameter learning [10].
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Specifically, the BYY harmony learning has been already applied to detecting
the best number k∗ of straight lines via a selection criterion J(k) on the mixture
of experts (ME) in [8]. However, the process of evaluating the criterion incurs a
large computational cost since we need to repeat the entire parameter learning
process at a number of different values of k.

In this paper, we implement the BYY harmony learning on an architecture
of the BYY system with the ME via a gradient harmony learning algorithm so
that the curve detection can be made automatically during parameter learning
on the data from a binary image, which is demonstrated by the simulation and
image experiments for both straight lines and circles.

2 Gradient Harmony Learning Algorithm

A BYY system describes each observation x ∈ X ⊂ Rn and its corresponding
inner representation y ∈ Y ⊂ Rm via the two types of Bayesian decomposition
of the joint density p(x, y) = p(x)p(y|x) and q(x, y) = q(x|y)q(y), being called
Yang machine and Ying machine, respectively. Given a data set of x, the aim of
learning on a BYY system is to specify all the aspects of p(y|x), p(x), q(x|y), q(y)
with a harmony learning principle implemented by maximizing the harmony
functional:

H(p||q) =
∫

p(y|x)p(x)ln[q(x|y)q(y)]dxdy − lnzq, (1)

where zq is a regularization term. The details are referred to [8]-[9].
The BYY system and harmony learning can also be applied to supervised

leaning tasks of mapping x → y based on a given data set {xt, yt
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where δ(x) is the δ-function. Then, we get the following alternative ME model
for mapping x −→ y implied in the BYY system:

q(y | x) =
∑

l

q(y | x, l)P (l | x), P (l | x) = q(x | l)αl/

k∑
j=1

q(x | j)αj . (4)

Letting the output of expert l be fl(x, θl), we have the following expected
regression equation:

E(y | x) =

∫
yq(y | x)dy =

∑
l

fl(x, θl)P (l | x). (5)

That is, E(y | x) is a sum of the experts weighted by the gate functions P (l | x),
respectively.

We now ignore the normalization term (i.e., set zq = 1), substitute these
components into Eq.(1), and have

H(p‖q) =
1

N

N∑
t=1

k∑
l=1

q(yt | xt, l)q(xt | l)αl

k∑
j=1

q(yt | xt, j)q(xt | j)αj

ln(q(yt | xt, l)q(xt | l)αl), (6)

where

q(y | x, l) =
1√
2πτl

e
− (y−wT

l
x−bl)

2

2τ2
l , q(x | l) =

1

(2π)
n
2 σn

l

e
− ‖x−ml‖2

2σ2
l ,

σl = edl , τl = erl , αl = eβl/

k∑
j=1

eβj .

By the derivatives of H(p‖q) with respect to the parameters wl, bl, rl, ml, dl

and βl, respectively, we have the following gradient learning algorithm:

∆wl =
η

N

N∑
t=1

U(l | xt, yt)
(yt − wT

l xt − bl)

e2rl
xt, (7)

∆bl =
η

N

N∑
t=1

U(l | xt, yt)
(yt − wT

l xt − bl)

e2rl
, (8)

∆rl =
η

N

N∑
t=1

U(l | xt, yt)
(yt − wT

l xt − bl)
2 − e2rl

e2rl
, (9)

∆ml =
η

N

N∑
t=1

U(l | xt, yt)
(xt − ml)

e2dl
, (10)

∆dl =
η

N

N∑
t=1

U(l | xt, yt)
(xt − ml)

2 − ne2dl

e2dl
, (11)

∆βl =
η

N

N∑
t=1

k∑
j=1

U(j | xt, yt)(δjl − αl), (12)
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where

U(l | xt, yt) = P (l | xt, yt)(1 +

k∑
j=1

(δjl − P (j | xt, yt)) ln(q(yt | xt, j)q(xt | j)αj),

δjl is the Kronecker function, and η is the learning rate which is usually a small
positive constant.

The above gradient BYY harmony learning algorithm is designed for straight
line detection. Here, a set of black points {xt}N

t=1 (xt = [x1t, x2t]T ) are collected
from a binary image with each point being denoted by its coordinates [x1, x2].
Suppose that wT

l x + bl = 0, l = 1, · · · , k are the parametric equations of all the
straight lines to be detected in the image. For each point x, if wT

l x + bl = 0,
we let L(x) = l. Then, the mapping between x and y implemented by the BYY
system is just y = wT

L(x)x + bL(x). For each point in {xt}N
t=1, it is supposed to

be on some straight line (at most disturbed by some noise) and we always set
yt = 0. We train the ME model implied in the BYY system on the sample set
{xt, yt}N

t=1 via this gradient BYY harmony learning algorithm and lead to the
result that each expert will finally fit a straight line wT

l x + bl = 0 with the
mixing proportion αl representing the proportion of the number of points on
this straight line over N , i.e., the number of all the black points in the image.

As for circle detection, we can use fl(x, θl) = (x− cl)T (x− cl)−R2
l , Rl = ebl

instead of fl = wlx + bl in the above model and derivations for the output
of each expert in the ME model. Hence, the gradient BYY harmony learning
algorithm is modified by replacing the first three learning rules Eqs (7)-(9) with
the following ones:

∆cl = −2
η

N

N∑
t=1

U(l | xt, yt)
(yt − (xt − cl)

T (xt − cl) + R2
l )

e2rl
(xt − cl), (13)

∆bl = −2
η

N

N∑
t=1

U(l | xt, yt)
(yt − (xt − cl)

T (xt − cl) + R2
l )

e2rl
e2bl , (14)

∆rl =
η

N

N∑
t=1

U(l | xt, yt)
(yt − (xt − cl)

T (xt − cl) + R2
l )2 − e2rl

e2rl
. (15)

3 Experimental Results

In this section, several experiments are carried out for both straight line and
circle detection with the gradient BYY harmony learning algorithm. On the one
hand, we make some simulation experiments to demonstrate that the algorithm
can detect the straight lines or the circles automatically. On the other hand, we
apply the algorithm to the strip line detection and the container recognition.

3.1 Automated Detection on the Straight Lines and Circles

Using k∗ to denote the true number of curves in the original image, we im-
plemented the gradient algorithm on data sets from binary images always with
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k ≥ k∗ and η =0.1. Here, k is the number of experts in the ME model. Moreover,
the other parameters were initialized randomly within certain intervals. In all
the experiments, the learning was stopped when |∆H | < 10−6.

During the BYY harmony learning process, some mixing proportions of the
experts can be reduced to a very small number. In this case, (− ln αl) will become
very large. However, as shown in the mathematical expressions of the gradient
algorithm, it is always regulated by αl so that αl ln αl will tend to zero. Therefore,
the gradient algorithm will always converge to a reasonable solution and cannot
diverge to infinity.

The experimental results on the straight line and circle detections are given in
Fig.1 (a), (b), respectively, with the parameters listed in Table 1, 2, respectively.
From Fig.1(a) and Table 1, we find that the four straight lines in the binary
image are successfully detected, with the mixing proportions of the other four
straight lines reduced below 0.001, i.e., these straight lines are extra and should
be discarded. That is, the correct number of straight lines have been detected
from the image. Likewise, from Fig.1(b) and Table 2, we find that the two circles
are successfully detected, while the mixing proportions of the other two extra
circles become less than 0.001.

−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

(a)�2�1012�2.5�2�1.5�1�0.500.511.522.5
( b )

Fig.1.

TheexperimentsresultsofmodelselectionbythegradientBYYharmony

l e a r n i n g a l g o r i t h m . ( a ) . T h e s t r a i g h t l i n e d e t e c t i o n ; ( b ) . T h e c i r c l e d e t e c t i o nIntheaboveexperiments,sincewegenerallydon’tknowthenumberof c u r v e s ( s t r a i g h t l i n e s o r c i r c l e s ) i n a n i m a g e , w e c a n o v e r e s t i m a t e i t w i t hk. I nt h i s w ay ,kislargerthanthenumber k ∗82o f c u r v e s i n t h e i m a g e . H o w e v e r , s i n c et h e B Y Y h a r m o n y l e a r n i n g m a k e s t h e M E m o d e l a s s i m p l e a s p o s s i b l e , t h e g r a -
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Table 1. The empirical result of the straight line detection on the data set from Figure
1(a), with k=8 and k*=4

l αl w1lx1 + w2lx2 + bl = 0

1 0.0008 1.2070x1 − 0.7370x2 − 0.2235 = 0
2 0.0007 −1.0329x1 + 0.9660x2 − 0.0455 = 0
3 0.2319 −0.9778x1 − 1.0217x2 − 0.9814 = 0
4 0.0009 −0.8693x1 + 1.1155x2 − 0.2002 = 0
5 0.2369 1.0181x1 − 0.9816x2 + 1.01.129
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F i g . 2 .

T h e e x p e r i m e n t s r e s u l t s o n t h e s t r i p l i n e d e t e c t i o n . ( a ) . T h e o r i g i n a l i m a g e ; ( b ) .

T h e r e s u l t o f t h e s t r i p l i n e d e t e c t i o n b y t h e g r a d i e n t B Y Y h a r m o n y l e a r n i n g a l g o r i t h m ;

( c ) . T h e s t r i p l i n e d e t e c t i o n b y t h e H T m e t h o d w i t h t h e p r e p r o c e s s i n g o f e d g e d e t e c t i o n ;
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